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VMware Consultant/Storage Consultant/Virtualisation Architect /IT Infrastructure Lead/IT Infrastructure Specialist/Storage Engineering/Cloud-Platform Support
Solutions-oriented senior management professional offering over 25 years of experience in the areas of technical Infrastructure, IT infrastructure design, heterogeneous system support, Project implementation, process documentation/streamlining and Team coaching/mentoring in a variety of industries. Well qualified with numerous relevant certifications — the prominent ones being SCSP(SNIA), VCP5(VMware), VCP4(VMware), VCP3(VMware), CPESE(Fujitsu), MCSE(Microsoft), NLP(Master-Pract), NLP Trainer (ITA Certified), and ITIL(Version-3).Illustrious career encompassing functional, technical and managerial roles with proficiency in leading the development of virtualisation and provisioning, networking, storage, backup and system monitoring and best practices. Proven background in leading and co-authoring several implementation projects in the mid and enterprise scale while also working in both and the technical and managerial capacity with regard to systems design, implementation and operations for large infrastructure projects.
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CORE COMPETENCIES

▪ Server and Storage Virtualization ▪ VMware vCloud Design ▪ Business Continuity/Disaster Recovery ▪ Key Infrastructure Metrics ▪ System Audits ▪ Capacity Planning ▪ Enterprise Architecture (EA) ▪ Infrastructure Design ▪ Best Practices and Procedures ▪ Infrastructure Management Standards and Strategies ▪ Feasibility Analysis ▪ Team Coaching ▪ Motivation & Performance Training
PRODUTION TECHNOLOGY SUMMARY

	Virtualization Technologies:
	VMware vSphere 5/4/3/2.5, vCloud-Director 5.5, VDI, SRM, vCOPs, LogInsight, VMTurbo, VEEAM, RHEL5/6, Hyper-V; Standalone/Clustered Full Lifecycle Implementations, Optimisation, Storage Design, HP/Fujitsu and Blade Implementations, P2V/V2V, {Scripted Installs, VCM Implementation}, VMware for Citrix ZenApp Support.

	Storage Technologies:
	NetApp FAS3270/FAS2040/FAS6030, (CIFS, SMB, NFS/SnapManager), EMC Clariion CX500/3-40, VNX, Celerra VTL, Falconstor 4/5, Nexsan Sataboy/Beast, SGI Infinity 4600 Storage, HP Lefthand P4500G2, ISCSI/Fibre-Channel, HP Storage, Spectra logic, Works (MSAs, 60/70), Datacore  SANmelody/SanSymphony, Backup-Exec and Commvault Simpana, Purstorage FA-420.

	HP/Dell/Jujitsu Blade Systems:
	Cisco UCS B-Series Blades Fujitsu Blade BX900, Primergy RX200/300/600 S4, HP Blade C7000, Prolient DL380/580 G3/G4/G5/G6/G7/G8, Dell PowerEdge 2950/R620’s.

	SAN Fabric/Network:
	Brocade Silkworm 4100/5100, Clusters, Blade FC Connect, Qlogic SanBox 5600 Series and iSR600 Series FCIP Routers, Cisco 2960/3750.

	Operating Systems:
Applications:
	Microsoft Window 2003/2008/2012, Clustering, Ubuntu/Enterprise Redhat Linux 4/5, customised and optimised deployments for both physical and virtual environments, OnTAP, Flare. 
Active Directory/DHCP/DNS, SQL 2005-2012, IIS, Veeam, Exchange, Citrix ZenApp 5.


For details of complete technical skills please refer appendix

KEY SKILLS

· Strategic Planning and Analysis – Skilled in developing strategies considering availability, performance, integrity, stability and scalability of systems, while meeting business requirements, timelines and budgetary guidelines. Analysing business/technical requirements and infrastructure solutions by utilising technology guidelines.

· Experience in serving various Consulting and Managerial roles in large environments utilising deep insight while focusing on professional operational standards. Implemented practical and achievable strategies while leveraging existing resources and attaining the best strategic position for new acquisitions.

· Storage/Virtualisation Technologies – Strong knowledge of storage/virtualisation technologies and best practices. Extensive experience in the areas of implementation and support of VMware clustered systems, virtual platform deployment, vCloud Director Environments and storage systems design, SAN integration (Netapp/EMC/Nexsan/HP/Purestorage) and full system lifecycle.

· Worked as a Server Storage Team Leader at a leading flagship British healthcare facility, delivering round the clock business critical operations and also acted as a key player within the virtualisation team responsible for effective categorisation and documentation of all processes and procedures within the Vi3/vSphere infrastructure.

· Project Management – Expertise in managing large scale, high risk and high visibility infrastructure projects including new business initiatives from initiation through to delivery. Experience in managing all major aspects of a project including complexity, territory, revenue/resources, documentation, risk identification, status reporting and closure, among others.

· Acted as a subject matter expert on several projects at two large NHS Trusts including Guy’s  & St. Thomas Hospital and Surrey Pathology Services based in Frimley on VMware systems design and rollout as well as delivered consultancy service for the local infrastructure project and published all the low level design work for the Wiki catalogue and operations teams.

· Technology and Infrastructure Implementation – Defining methods to structure technology and applications in alignment with business plans. Proficient in monitoring the implementation of infrastructure architecture and providing technical mentoring, guidance and clarification to other architects as well as managed technical implementation resources.

· Consulted and co-designed well founded and extremely cost-effective solutions while serving in an advisory and direct infrastructure implementation capacity as well as designed comprehensive documentation and operational handover guides.

· Process Optimisation – Participated in determining best practices and standards for enterprise wide solution design and deployment. Ensuring compliance with all architecture directions and standards utilising cross organisation consulting and direct involvement in development efforts focused on infrastructure optimisation.

· Adept in using various tools such as VeeamMonitor and VMturbo and specialised tools including IOmeter/SQLIOsim/SQLIO to perform intensive pre-production user acceptance testing (UAT) and pre-go-live performance projections for supporting ‘smoke free’ production go-live events.

· Vendor/Technology/Product Management – Proficient in assessing suitability of vendor products and solutions to requirements from systems, projects and the enterprise. Evaluating future concepts, products, partners, or technologies. Providing a complete analysis of cost and benefit. Providing consultancy on projects of highest importance across the company.

· Coordinated third party consultation for both VDI and green field vSphere implantations with regard to feasibility and capacity projection. Handled operational responsibility for a number of enterprise healthcare installations, pertaining to the engagements of performance and storage capacity control for mission critical support operations.

KEY PROJECTS ACROSS CAREER SPAN 

·  Betfair IAAS Cloud: To provide ongoing B-Cloud services, introduced during 2013 to meet the needs of Betfair’s IT Corporate and Technology Development delivering scalability, flexibility, performance and on-demand IT Infrastructure. The solution leverages VMWare’s vCloud to provide production Enterprise IaaS and a powerful self-service capability with DevOps development tooling to provide fully automated and rapid provisioning of IaaS and dynamic application, with integration for Vagrant, vCO, Infoblox, Chef, Puppet and vFabric Application Director (B-Cloud Platform Team – Cloud Operations– 2015).
· Complexity: Core Datacentre in Ireland, with all Development teams operating in London and Porto. A Deeply meshed DevOps landscape customised for Hybrid Development and Production workflows.
· Scope: Virtual/Physical multi-site facility (3,000 VM’s), with dedicated hybrid platform built around VMware vSphere 5/Dell Poweredge R620’s,  supported by Purestorage FA-420’s , running over Cisco (4948-10GE, 6509-V-E) and Arista’s, secured via Cisco 5555 ASA’s with Load balancing via F5  Big-IP  and Citrix Netscape’s. Full VMware vCloud Suit with vCops, vCO, vCAC and DevOps Tools (Puppet, Chef, Infoblox, Vagrant, vFabric App Director) and a dedicated Database infrastructure.

· Revenue/Resources: Yearly budget £2 Million.

· Documentation: B-Cloud Monitoring Support/Architecture Design, B-Cloud Confluence archives, change management.

·  D-Cloud Platform Architecture: Working as part of the Cisco Business Strategic Alliance, the Cisco dCloud Team provides a feature rich Demonstration Cloud. This provides a powerful self-service capability for Cisco Field and Business Partners. From scripted, repeatable demonstrations to fully customised labs with complete administrative access, Cisco dCloud gives a strategic advantage for any use case. (D-Cloud Demonstration Team - Sales Enablement Group – 2014).

· Complexity: Multi Datacentre footprint USA/Singapore/London, complex international Organisation structure with VPN integration for secure internal and Partner/Customer access. Deeply customised Hybrid product demonstration Facility.
· Scope: Virtual/Physical multi-site facility, with dedicated hybrid platform built around VMware vSphere/Cisco UCS C series and B5108 Blade Chassis with B200 M2/M3 Blades, supported by Netapp 3000/6000 NFS Clustered SAN, running over Nexus 7000, 5000, ASR1001 secured via Cisco 5555 ASA’s. Also Live Cisco Hardware, Routers, Switches, AP’s for live Cisco Product demonstration including Datacentre, Collaboration and Call Centre products.
· Revenue/Resources: Yearly budget £3-5 Million.

· Documentation: D-Cloud Monitoring Architecture Design, D-Cloud Monitoring Validation Plan.
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 vCloud Director Engagement: Designing and Delivering fully integrated vCloud Director Solutions built on vCD and vSphere 5.5. Working for VMware Professional Services providing architectural consultancy for a large multitenant Cloud system, facilitating bespoke Compute, Storage, and Network integration for PCI-DSS Secure Hardened government Application Development platform. (VMware Professional Services – for Atos IT Services UK Limited 2013/14).

· Complexity: Multi Datacentre, complex international Organisation structure with VPN integration for secure simulation facilities for Financial PCI-DSS Governmental certified secure deployment.
· Scope: Virtual multi-site facility, with dedicated secure multi-level hardening on all system layers, Dell PowerEdge Blade centres , Netapp 6000 FC SAN and VMware vSphere 5.5 hypervisors and vCloud/vCNS 5.5

· Revenue/Resources: £200,000-250,000 project.

· Documentation: Requirements gathering Workshops, Developing vCloud Architecture Design, Developing vCloud Architecture Validation Plan, Developing vCloud Installation & Configuration Guide, Developing vCloud Operational Procedure
· DR/BC Private-Cloud Implementations: Delivering fully integrated disaster recovery compute and storage solutions built on vSphere4 and 5. Facilitating bespoke Datacore/HP/Veeam/Nexsan storage and backup implementations to delivery resilient VMware multi-site Private-Cloud environments hosting Windows/SQL/Oracle systems/Sophos (BIS Ltd & 2011& Frimley Park 2012/13).

· Complexity: Data Centre/SAN/ VMware design, LAN circuits and Blade platforms.

· Scope: Virtual multi-site replicated SANs, with dedicated circuits incorporating HP Proliant/Blade centre and VMware ESXi4/5 hypervisors Cloud deployments.

· Revenue/Resources: £50,000-250,000 projects.

· Documentation: Enterprise Architectural Design, hardware proposals, LAN integration, data centre/cab plans (space, power, h/w), VMware platform design, SAN Appliance and cross site expansion blueprints, test plans and signoff.

· Secure VMware vSphere Platform: Production implementation and operational delivery to support a Secure/Hardened Linux Ubuntu/Centos platform for virtual deployment, incorporating; (Semafone.com 2012).

· Complexity: PCI-DSS, Hardened Linux and VMware security, and Custom Linux deployment against QSA PEN-testing controls.

· Territory: Standalone (CPE) & Multi site data centre implementation with disaster recovery initiative.

· Scope: Bespoke, secure auto-build VMware/Linux Ubuntu platform for CPE deployment
· Revenue/Resources: <£5000 per CPE, vCloud Platform <£200,000
· Documentation: Physical and logical schematics, SAN Appliance test plans and signoff. Also Implementation and Production documentation, ‘Standard Operational Procedures’ (SOPs) for CPE deployment, VMware Architecture, Network L2/3 security.

· Risk/Change: Bespoke CPE Autoloader USB-Stick deployment, PCI-DSS v2 controls, Full controller and subsystem failover analysis and test reports, Redundancy Analysis for Storage appliance/Client integration. Policies for safeguarding data assets while ensuring compliance with regulatory mandates.
· Storage Infrastructure: Production implementation and operational delivery to support an enterprise grade virtualised deployment, incorporating; (Guys & St.Thomas’ NHS Trust 2010).

· Complexity: Data Centre Low level SAN design to WWPN layer.

· Territory: Multi site data centre implementation with disaster recovery initiative.

· Scope: x20 SAN appliances (Netapp FAS (Block and File) Snapmanager, EMC, SGI, Nexsan, ADIC, Spectra, Falconstor Ipstor, Brocade, CommVault).

· Revenue/Resources: £400,000, 30 SAN clients, full redundancy.

· Documentation: Physical and logical schematics, SAN Appliance test plans and signoff. Also Implementation and Production documentation, SAN ‘Standard Operational Procedures’ (SOPs).

· Risk/Change: Full controller and subsystem failover analysis and test reports, Redundancy Analysis for Storage appliance/Client integration. Policies for safeguarding data assets while ensuring compliance with regulatory mandates.

Ancillaries: Enterprise cluster upgrades from ESX3.02 through 3.5 to ESX4.01up1 with virtual machine migration from 3.5 to ESX 4.01.

· Oracle Enterprise Financials: Full financial system migration to Oracle Enterprise. Hosted on virtual hardware to support high availability and resource scalability (Guys & St.Thomas’ NHS Trust 2008).

· Complexity: Dedicated virtualised build, test/dev and production deployment for Red Hat Enterprise Linux 4 platform.

· Territory: Multi-site data centre implementation (virtual and physical).

· Scope: 5 hosts (HP Prolient), 15 virtual machines 2 physical for disaster recover (Oracle transaction log shipping).

· Revenue/Resources: 1000 users, Project revenue £100,000.

· Documentation: Full host schema and test documents, Operating System configuration drafts.
For more project details please refer the Appendix

KEY DELIVERABLES

· Responsible for designing solutions aligned with client standards and target architecture.

· Addressing all business, system and non-functional requirements with infrastructure impact.

· Overseeing and enhancing solution from the engagement process to the service strategy and design team.

· Performing trade-off analysis and evaluating products to assess its suitability for integration into the corporate computing infrastructure while contributing to infrastructure architecture and infrastructure management standards and strategies.

· Assisting in determining overall hardware and software configuration along with capacity projections and planning for future support of growing operations. Supporting the development of strategy, frameworks, best practices and patterns.

· Assisting in determining Service Level Agreements (SLAs), for immediate needs/deployments and enterprise SLAs to support ongoing operations. Developing performance, scalability and durability evaluations; monitoring for load testing and real time.

· Demonstrating application of architecture strategies, standards, processes and tools in their solution designs.

· Ensuring representation from the all stakeholders in the design of technology infrastructure solutions.

· Ascertaining that all technology infrastructure components have a standardised approach to monitoring and management.

CAREER PROGRESSION

	 (Cloud Operations Team at Betfair.com – Contract) - London (UK)
B-Cloud Engineer: Delivering 24/7 operational support for the Belfair B-Cloud environment. Providing, design, maintenance, monitoring, and full technical support for all Development and Productions Cloud estates. Enhanced performance monitoring and troubleshooting to delivery Maximum uptime for all integrated services and platform delivery points.
	                 Nov 2014   -  Present

	  (D-Cloud Demonstration Team, Cisco Sales Enablement Group - Contract) - London (UK)
D-Cloud Platform Architect: Working as part of the Cisco Business Strategic Alliance, on the Cisco dCloud Team to provide a feature rich Demonstration Cloud. Providing a powerful self Service capability for Cisco Field and Business Partners, from scripted, repeatable demonstrations to fully customised labs with complete administrative access.
	     Jan 2014 -  June 2014

	 (VMware Professional Services – Contracted through Xtravirt.com) - London (UK)
Senior VMware Consultant (vCD) Delivering Architectural and Consultancy services for high profile Global Enterprise customers, providing bespoke VMware vCloud and vSphere designs for heterogeneous, multitenant Cloud deployments.  
	
      Dec 2013 - Jan 2014

	
	

	Frimley Park -NHS Hospital Foundation Trust  - London (UK)
	

	Cloud Architect/Consultant Surrey Shared Services Private Cloud, Triple-site Cloud implementation for Surrey Pathology Services (LIMS/ICE) integration (Cloud-SQL-Oracle-VMware-HP-Veeam)
	            May 2012 - Nov 2013


	Semafone.com  - London (UK)
	

	VMware Platform Specialist VMware design/network integration for secure (hardened) PCI-DSS compliant vSphere5 platforms. Linux/Ubuntu/VPNs, IPSEC, Secure Layer1-2 Hypervisor/Cisco implementations
	 Jan 2012 – May 2012


	SITA Aviation Communications (Atlanta. GA, USA)
	

	VMware VCM Integrator VCM Configuration Manager, Integration and author for a managed service guide, 5000 servers (design specifications/Doc’s)
	                    Dec 2011 – Jan 2012


 - 
	BIS Ltd. (DC/Hosting/ISP) - London (UK)
	

	Senior Infrastructure Engineer Storage and virtual platform 3/4thline support, integration projects, co-design and implementation
	                    Apr 2011 – Dec 2011


	Guy’s & St. Thomas NHS - London (UK)
	

	Senior Storage/Virtualization Specialist 3rd line compute/storage engineering, development, maintenance/monitoring, low-lever design integrator, Storage Technical Lead (Netapp/EMC), Principle VMware engineer - London (UK)
	Mar 2010 – Mar 2011

	Compute and Storage Team Leader Providing 24/7/365 enterprise grade compute/storage [Netapp/EMC/SGI/IPstore] and backup services
	Feb 2009 – Mar 2010


Started career in 1991 and subsequently joined Guy’s & St. Thomas NHS wherein handled variety of responsibilities including the roles of Senior Infrastructure Engineer, Systems Support Manager (Specialist), IT Systems Manager, Laboratory IT and Clinical Trial Coordinator.
EDUCATIONAL /QUALIFICATION

	Osteopathy (BSc - Hons) - British School of Osteopathy, London, UK (2 years Completed)
B/Tec National Diploma in Science/Health Studies - West Kent College, Tonbridge, Kent, UK
	Sep 1989 – Jun 1991

Sep 1987 – Jul 1989


PROFESSIONAL DEVELOPMENT

· VCP -‘Vi3/vSphere’ - VMware Certified Professional (Version 3, 4 and 5)

· SCSP (SNIA) Certified Storage Professional * Since 2008

· NLP Master Practitioner & NLP Trainer/Coach (Communications, Team Development, Influencing skills)

· ITIL v3 (Business management Processes and Orchestration) 
For other professional certifications and courses please refer to appendix
PERSONAL DETAILS

	Date of Birth: 13th Aug, 1970
	Nationality: British

	Marital Status: Married
	Driving Licence: UK Driver’s Licence
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Luca Stephen Viscomi

Address:  Woking, UK

Mobile: + (44) 790 427 8139
Email: Luca_viscomi@yahoo.co.uk
                     http://www.linkedin.com/pub/luca-viscomi/21/63b/bab

IT Infrastructure Architect/IT Consultant/Infrastructure Project Manager/IT Infrastructure Solution Lead/IT Infrastructure Specialist/Head of Infrastructure Operations

APPENDIX   
Professional Certifications
· NLP Trainer (ITA Certified – NLP Academy)

· NLP Master Practitioner (NLP Dynamics UK – registered with the ANLP)

· NLP Practitioner  (NLP Dynamics UK – registered with the ANLP)

· NLP Diploma (NLP Dynamics UK – registered with the ANLP)

· VCP –  VMware vSphere Version 5

· SCSP – (SNIA) Certified Storage Professional *2008

· VCP – VMware vSphere Version 4

· VCP – VMware VI3 (Version 3.*)

· Certified Primergy Expert Systems Engineer (Blade BX600/900) *2010

· Certified Primergy Senior Systems Engineer (Blade BX600/900) *2010

· Installing, configuring and Administering Microsoft Windows XP Professional (MCP)

· ‘MCSE’ Microsoft Certified Systems Engineer NT.4 (Presently upgrading to MCSE WIN 2008)

· ITIL V3* Foundation Certification.

· Implementing and Supporting Microsoft Exchange Server 5.5

· Implementing and Supporting Microsoft Windows NT Server 4.0

· Implementing and Supporting Microsoft Windows NT Workstation 4.0

· Networking Essentials Implementing and Supporting Microsoft Windows NT Server 4.0 in the Enterprise

· Internetworking with Microsoft TCP/IP on Microsoft Windows NT 4.0

Professional Courses
· NLP Trainers Training (NLP Academy – ITA Certified)

· NLP Master Practitioner (NLP Dynamics UK – registered with the ANLP)

· NLP Practitioner  (NLP Dynamics UK – registered with the ANLP)

· NLP Diploma (NLP Dynamics UK – registered with the ANLP)

· VMware Infrastructure 3: Install and Configure V3.5

· Datacore, SAN Melody (Installation and Configuration) (DCIA prep)

· VMware Infrastructure 3: Deploy, Secure and Analyze V3.5

· Suse Linux Enterprise Server 10 Fundamentals (Novell) 

· Suse Linux Enterprise 10 Administration (Novell)

· Suse Linux Enterprise 10 Advanced Administration (Novell)

· Falconstor IPstor 4/5 (Administration and configuration: onsite)

· ‘SGI’ SAN storage (LSI) Installation and Configuration: onsite)

· Cisco Certified Network Associate (CCNA) {In house training plus Cisco Academy E-leaning}

· Exchange 2003 Hands on management and administration (Learning Tree Exam passed)

· Quest Archive manager configuration and administration (onsite)

· Quest Recovery Manager Administration (onsite)

· ITIL. V3

· Storage Networking Concepts - Foundation (S10-101).

· Fujitsu Siemens PRIMERGY systems.

· Fujitsu PRIMERGY Blade systems Installation Training

· Fujitsu PRIMERGY Blade Advanced systems Training

· CommVault Sympana 8 Systems Administration

Projects/Scope Handled

CLOUD Architect/Consultant- Surrey Shared Services Private Cloud; May 2012 – Dec 2013
· The principle project focus, centres on the implementation of a single LIMS system for Surrey Pathology Services (Part of the North Surrey SPS group).
· The core requirement involved the deployment of a fully redundant multisite ‘High Availability Cloud’.

· The new ‘virtual platform’ has introduced a substantial quality of resilience and fluidity, both in terms of cross-site redundancy and lateral scalability.

· In terms of qualifying the project’s success, the core business requirements were fully addresses, and  Furthermore, the avenue towards future enhancements, scalability and the eventual move to a dedicated offsite facility, have been secured with the introduction of new diverse technologies as the principle value add. 

· In spite of numerous technical challenges we secured a fully statefull transition of the production LIMS system into the new resilient cross site facility based on windows 2003/2008/2012, SQL and Oracle implementations. 

· The platform is built on the Enterprise VMware vSphere 5 suit, leveraging a fully replicated HP Metro-cluster storage facility.

·  Veeam Enterprise Backup and Replication support the core layer 2 redundancy feature set, providing robust, quick recovery and Backup repositories. 

· As part of the project implementation framework, full system design schematics at all functional layers are vigorously documented for operational leverage, configuration compliancy and best practise management. 

· Diligent calibration and application performance tuning have provided high quality transition throughput and assisted with the cost effective utilisation of the advanced VMware feature set. 

· This project has also been earmarked for a Healthcare case study for VMware, given the broad variety of collaborative stakeholders and the significant leveraging of the VMware vSphere suit

Infrastructure Platform Specialist - Semafone V2 Secure Virtual IP-Card Payment Platform; Jan 2012 – May 2012

· Semafone.com market a 'State of the Art' Award Winning Secure IP telephony platform to support PCI compliant credit card transactions utilising DTMF.

· As the VMware Consultant, architected and co-designed the V2 Platform with business and security directives from the collaborating Security Consultant. 

· Built a highly bespoke, VMware vSphere 5 Platform with specialised security hardening across Layer 1, 2 and 3 with features including IPSEC integration for secure PCI compliance. 

· The platform was heavily automated and designed for slipstream implementation via Semafone-on-a-Stick USB/DVD-Rom deployment, a fully scripted client CPE build-out, designed to construct the entire platform from scratch at the customer preemies on out of the box hardware. 
· A development vSphere vCloud environment was commissioned for the multitenancy application platform for automated cloud-based client integration. 
· All developments were QSA verified (PCI DSS v2) and conforming to vender supported best practices.

Senior Infrastructure Engineer (BIS Ltd - Hosting/Managed services) – Multisite Private Cloud Design and Implementation; April 2011 – Dec 2011

· As a key player for Hosting Solutions for central London, worked in a lead role for Design and implementation for the Infrastructure team.

· Managing acute infrastructure operations for several major customers within the Insurance, Financial, Shipping and Healthcare sectors.

· By Leveraging the BIS bespoke low latency dark fibre ring, designed robust mission critical multisite secure private Cloud installation, leveraging HP, Nexsan and Datacore technology for fully replicated and highly available low cost DR solutions for small to medium sized business.

· As a key strategic resource, consulting with new and existing clients towards new business acquisitions, change management for business strategy and key drivers for maximising and leveraging existing assets.

· Within the 24/7 operations team, managed numerous critical change processes through well-structured strategic approaches, with robust process driven assessment and proof of concept always adhering to ITIL process guidelines.

· From a Virtual platform/Storage perspective, co-ordinated two new project assessment for validation, financial planning, Stakeholder consultation, through to purchasing and Implementation planning.

· A key milestone was the establishment of a full model office for development and testing via a full commissioned vSphere test suit, to assist clients with concept approval and pre-production simulation.

· Undertook the lead role in redesigning the Core design documentation for pre and post sales customer presentations. Designing standardising Visio template for CABs, DC’s and High and lower level topology for VMware and Enterprise Storage implementations.

· Proactively managed and reengineered a number of clients’ operational documentation, creating embedded systems ‘Power files’ built in MS Visio for Operations training and 2nd/3rd line troubleshooting with embedded assessment tools to fast-paced root cause analysis for system outages.

Compute and Storage Team Leader (Interim Manager), Guy’s and St. Thomas NHS Foundation Trust; Feb 2009 – March 2010

· At the core of Infrastructure as a service, managed and maintained the computer platform and deployed a robust storage/backup/recovery provision.

· As dual Team leader delivered the virtualised and physical environment, comprising a multitude of Fujitsu Siemens and HP hardware, with a combined estate footprint of over 500 servers.

· Managed an enterprise grade SAN infrastructure build around a Falconstor virtualized storage layer. SAN elements include EMC Clariion, SGI Infinity, Netapp, Nexsan, CommVault, VMware and HP delivered through a Brocade Fabric.

· Resilience and thorough failover testing keep heads above the water line. As part of the boarder IT Service Delivery group, upheld the 3rd/4th line with a 7 strong team, providing 24/7 support with backup/recovery on all production kit across multiple sites and the wider NHS Foundation Trust.

· Key responsibilities included all physical/virtual services and backup systems, a multiplicity of infrastructure projects from core design and implementation to change management upgrades and service expansions.

· Led the ‘Compute’ team, responsible for the proficient monitoring, categorisation and documentation of all processes and procedures with the virtual/physical estate.

· In collaboration with the Architecture group, designed and implemented all systems into the production space. SAN ‘Live Evolution’ is a mandatory discipline and all roads are engineers to fail-safe state. Projects include, Fujitsu Siemens-Blade deployment, Vsphere Enterprise, Falconstor 6 (NSS), Commvault ‘Sympana 8’ with full VI3/Vsphere integration.

Senior Infrastructure Engineer {Virtualization/Storage}, Guy’s and St. Thomas NHS Foundation Trust; Feb 2007 – Feb 2009

· Within IT service delivery formed part of the 3rd/4th line technical infrastructure team, providing the bulk of technical service and support, across multiple sites and the wider NHS Foundation Trust.

· As a strong team player, was committed to service excellence and work towards an integrated and robust IT strategy to propagate efficiency and technical diversities within the enterprise environment.

· Key responsibilities included a multiplicity of infrastructure projects from core design and implementation to change management upgrades and service expansion.

· Was a key player within the virtualization team and was responsible for the proficient categorisation and documentation of all processes and procedures with the Vi3 Infrastructure.

· Worked in close proximity with the data centre manager with regard to SAN management and expansion projects. In particular SAN provisioning via Falconstor and Navisphere incorporating cross site replication via ‘Hypertrack’ and LUN based mirroring. Responsible for all new virtualized OS builds in parallel with continuing infrastructure remodelling, P2V/V2V and service deployment.

· As part of the 3rd line team, worked within the Exchange 2003/AD environment providing essential support for Quest Archive and Recovery Manager.

· Work with the core of service/project and system managers towards continued service delivery with a view to increased integration and improving project delivery and turnaround times.

Systems Support Manager/IT Specialist, Centre for Thrombosis and Haemostasis, St. Thomas Hospital; Nov 2002 – Feb 2007

· Worked as part of the senior management team within the Haemophilia centre and contributed to the agenda for delivering service and clinical excellence. Developed a robust IT strategy and implementation plan for the Haemophilia centre around the needs of the service, the wider Directorate and the NHS Trust.

· Key responsibility was to project and risk manage the design and implementation of IT systems for the New Haemophilia Home Delivery service, requiring new Infrastructure, security, procedures, service and support. The project required the deployment and implementation of a ‘Haemophilia IT support Desk’ incorporating a 4 person technical team supporting all Haemophilia IT systems and applications.

· Responsible for ensuring that existing and prospective IT systems within the department and Trust were integrated and that these processes were executed with the utmost efficiency and attention to quality and excellence.

· Served as the IT consultant within Haemophilia, both advising and providing IT solutions for senior managers both within and outside the Trust. This included close working relationships with external IT services relating to the ‘Home delivery’ service, also GP's and other stakeholders’ particular to developing outreach services.

· One of the key responsibilities was to work in co-operation with the Delphi/Oracle developers and to manage the continuing iterative development of the Home delivery service and other Haemophilia IT Systems/services including the Haemophilia Patient management system, Anticoagulation system and ‘COAG’ Clinical management system.

· Managed all the teaching, training and development packages to disseminated IT knowledge/skills within the Haemophilia support team and the wider department.
Technology Summary

· VMware (vSphere 5 - ESX 2.5/3.01/3.02/3.5/4.1/5.0/5.1/5.5) Standalone and cluster configurations in Vi3. ESX and VM installations, migrations, optimisation of HA, DRS, P2V, V2V, SAN, iSCSI and NAS.

· Falconstor configuration with IPstor 4.5/5.0 managing SAN resources, Data stores, snapshotting and replication using Hypertrack.

· Silkworm (Brocade) 4100/5100 Fabric switch configuration, managing fiber zoning between VM ESX boxes, Falconstor’s (Middleware) and the SAN arrays.

· Qlogic (SanBox 5600) implementation and management for Production and DR Systems.

· EMC SAN (CX500/3-40) Navisphere 6: configuration, documentation, management/maintenance, Replication/DR and reporting.

· SGI SAN (Infinity 4600) Full system implementation, Testing and operational Delivery

· NETAPP – FAS 2040,3270 - implementation and management for Production and DR Systems
· PureStorage – FA 420, Maintenance monitoring and upgrade implementation.
· Nexsan (SATABeast/Boy): SATA Storage array, installation and management. Fiber and iSCSI configuration, Qlogic Sansurfer.

· HP Lefthand 4500 G2- Multisite Metro cluster, incorporating full synchronous cross-sight replication.

· SQL/Exchange 2003 configuration and monitoring. Backend products include ‘Quest Archive manager’ and ‘Recovery Manager’. Installation and configuration of IIS 6 and SQL 2000

· HP/Cisco/Dell Server Management on Windows 2003/2008/2012, Active directory, Veritas, File/print services/DNS/DHCP, VPN’s, configuration and troubleshooting mainly Dell poweredge 1800/2850/SC1425, HP DL380/580 G3/G4/G5/G6/G7 HPC7000/BL460c G5/G7 and FIJITSU RX200/300/600 S4 series. Cisco UCS 5108 Chassis, B200 M2/3 blades.

· Apple Xserv administration and management, with open directory, FTP’s, File/Print services Apache web services.

· Mac Os X Systems support (10.3/10.4), Macbook/Pro Ibook, eMac, G4, G5. Application support on Mac:Office 2004, Apple core applications, VPN’s, Airport, roaming user configurations.

· Sonic Firewall, Dell PowerConnect Switches, Wireless LAN’s, TCP/IP, Wi-Fi 802.11b/g, AP’s, WEP/WPA,WPA2, SDSL/ADSL.

· Six years support experience with Windows NT also Win2000 and solid knowledge on Window XP pro.

· NAS-Lacie Mini/Ethernet storage solutions for MAC/PC systems. Video backup, Archive storage and ‘On-the-Road’ support (Film production).

· Broad experience with Jujitsu Siemens, HP, DELL, Toshiba and IBM Desktop and Laptop hardware.

· Experience on, Symantec product, Sys work, Ghost, Antivirus, Veritas also ‘Sysprep’ and ‘Riprep’ imaging.

· Advanced hardware configuration skills including partitioning SCSI/EIDI/ATA/PCI, also boot configurations (Partition Magic etc) and hardware device trouble-shooting.

· Five years training users on in-house D/bases, 'Email Clients' and advanced training on printer configuration and troubleshooting (Inkjet/Laserjet/Thermal). 

· Systems analysis, monitoring and trouble-shooting in-house database systems with regard to ongoing database support and developments.
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